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Abstract
Ocean forecasts nowadays are created by running ensemble simulations in combination with data assimilation techniques. Most of these techniques resample the ensemble members after each assimilation cycle. This means that in a time series, after resampling, every member can follow up on any of the members before resampling. Tracking behavior over time, such as all possible paths of a particle in an ensemble vector field, becomes very difficult, as the number of combinations rises exponentially with the number of assimilation cycles. In general a single possible path is not of interest but only the probabilities that any point in space might be reached by a particle at some point in time. In this work we present an approach using probability-weighted piecewise particle trajectories to allow such a mapping interactively, instead of tracing quadrillions of individual particles. We achieve interactive rates by binning the domain and splitting up the tracing process into the individual assimilation cycles, so that particles that fall into the same bin after a cycle can be treated as a single particle with a larger probability as input for the next time step. As a result we loose the possibility to track individual particles, but can create probability maps for any desired seed at interactive rates.

Categories and Subject Descriptors (according to ACM CCS): I.3.3 [Computer Graphics]: Picture/Image Generation—Line and curve generation

1. Introduction
Forecasts of currents and surface flows in oceans allow the estimation of the transport of injected particles such as pollutants and sediments. However, these forecasts may be subject to various sources of uncertainties. The uncertainty space is often sampled, by running so called ensemble simulations, where each member in the ensemble relates to one sample. Sampling is usually rather coarse, with a typical ensemble containing tens to hundreds of members. The sampling can be constant over time, meaning that each member at any time step A corresponds to a single defined member in any other time step B. Tracing a particle in such data basically works as such that the particle is split into n subparticles, one for each member of the ensemble, in the first time step and then tracing these subparticles over time using the corresponding members. This usually results in a manageable number of particle traces, computationally as well as visually.

Recently data assimilation [LR99, Pha01, HPB02, Eve06, HHG\textsuperscript{13}, HLP13] became more and more common in the forecasting community. In these approaches measured data is assimilated into the simulation when it becomes available to minimize the uncertainty and keep the simulation on track. Once the measured data is available the result of the corresponding time step is adjusted and the simulation is restarted with the updated quantities of interest at this time step. When the simulation is restarted, new (random) samples need to be generated from the estimated probability distribution of the state, conditioned on the observations [HPGL15]. Generally, the new samples do not have well defined correspondences to the samples before the assimilation step. As a result, behavior over time can only be described as a set of possible combinations of the different members, before and after each assimilation cycle. For an ensemble with n members and m assimilation cycles the number of all possible combinations is n\textsuperscript{m}. With typical numbers for n and m, it is infeasible to trace an individual pathline for each combination. The Red Sea dataset presented in this paper contains 50 members and 10 assimilation cycles. Tracing all possible combinations would result in 50\textsuperscript{10} \approx 97 quadrillion pathlines, even for a small dataset.

In this work we tackle this problem by tracing particles piecewise for each assimilation cycle and binning the final positions of the particles. A probability is assigned to each bin according to the number of particles it contains. In the next cycle only a single particle, weighted by the corresponding probability, is traced for each bin and member. Though, we lose the capability to trace the paths of individ-
ual particles in the resulting set of weight adjusted pathlines, this approach allows us to create a map of the probabilities for each position in the grid to be reached by the particle during the time series at interactive rates.

2. Related Work

While the display of uncertainty information, such as error bars, is ubiquitous in visualization of abstract data for a while now, it is a relatively new development to present this information to the user of visualizations in a spatial context. Pang et al. [PWL97] present a general overview of early work on uncertainty visualization for scientific 3D data. It seems that the recent boom of research in this area, however, was sparked by Johnson and Sanderson’s call “to take the next step and make visually representing errors and uncertainties the norm rather than the exception” [JS03].

Other factors that fueled this development are the efforts by the scientific computing community, especially in the area of numerical simulations, which nowadays usually output multidimensional, multivariate and multivalued data, so called ensemble data (KDP01, LKP03, KKL*05, LPK05). Ensemble simulations are especially useful for forecasting in the geophysical sciences. Numerical models are limited by computational resources and parameterization schemes and as such are not exact. Additionally, starting conditions can be uncertain due to scarcity of data and measurement errors. The inherent uncertainty can be mapped to multiple runs of the same or of different models, resulting in multiple possible outcomes forming the ensemble. Some of the first fully featured ensemble visualization applications, such as Ensemble-Vis by Potter et al. [PWB*09] and Noodles by Sanyal et al. [SZD*10], focus on visualization of weather and climate forecasts or similarly, ocean forecasts (i.e. OVis by Höllt et al. [HMC*13, HMZ*14]). These tools use multiple views on the data, some show aggregates of the multivalued part of the ensemble, for example by means of statistics, while other views let the user directly compare different results. Examples for a comparative approaches to ensemble visualization in various application areas are the works of Healey and Snoeyink [HS06], Matković et al. [MKGH09], Piringer et al. [PPBT12] and most recently Demir et al. [DDW14].

Recently multi-valued vector fields and flow analysis came into focus. Petz et al. [PHH12] and Pfafflmoser et al. [PMW13] present feature based approaches. Their focus is the visualization of the positional uncertainty of important features, such as sources and sinks. Guo et al. [GYHZ13] couple flow line advection and analysis. This approach works well for tens of lines, but for the data presented in this work individual tracing does not seem feasible. Instead, our approach couples piecewise tracing of probability-weighted particles with visualization inspired by dense line visualization for vessel movement tracking as presented by Willems et al. [WvdWvW9, SWvdWvW*11, SWvdWvW11] and kernel density filtering approaches by Lampe and Hauser [LH11a, LH11b]. Whitaker et al. recently introduced an implementation of boxplots for contours [WMK13] and generalized it for curves [MWK14]. This kind of visualization would fit the presented problem very well, however, requiring extensive preprocessing, it is not applicable in an interactive scenario.

3. Probability Map Computation

Our pipeline for the computation of the probability maps is divided into two parts. In the first part pathline segments are traced on the CPU and stored as line segments, which are then rendered, using the attached probabilities, into a texture in the second part of the pipeline, using the GPU. The resulting texture corresponds to the probability map.

Computing the pathline segments works as follows:

First the particle is injected at the user-defined seed point (the colored dot in Figure 1 (a)). For each member a new sub-particle is created with the probability of the corresponding member attached. For the example we use equal probabilities for all sub-particles, defined by the probability of the original particle (\(p_0 = 1.0\) for the seed) divided by the number of members (\(n\)). Within an assimilation cycle each sub-article is traced with sub-pixel precision, based on the vector field of the corresponding member. For each (except the last) cycle we create a temporary 2D histogram, storing the number of pathlines that ended at each position, multiplied with the corresponding probabilities (the colored dots in Figure 1 (b)). The histogram is indicated by the boxes in Figures 1 (a) to (c), note that for the example we use 1x
resolution for the histogram, so that each point in the original grid falls into the center of the corresponding bin. The histograms differ from the final probability map as they are computed per cycle and only contain the end position of each pathline and not the complete pathlines. The histograms only function as the input for the next cycle. For each position in the histogram of a cycle \( t \), where the total probability \( p_t \) is larger than a user-defined threshold \( n \) sub-particles with the probability \( p_{t+1} = p_t / n \) are created for cycle \( t+1 \). These new sub-particles are then traced using the vector fields corresponding to the member and the cycle \( t+1 \).

The last segment of a pathline of one cycle does not necessarily end in the center of a bin, where new pathlines are spawned for each cycle. To avoid gaps when connecting the segments of two cycles the final position of each pathline is adjusted to the center of the corresponding bin. In addition to the histogram all pathline segments are stored as a simple list of line segments with their corresponding probabilities, which is used later on to create the final probability map. At the moment we use a standard pathline algorithm without any optimization for computing the pathline segments.

The algorithm exhibits two user adjustable parameters. The first one is the resolution of the histogram, which is created based on the grid of the original dataset. We allow 1x, 2x, 4x and 8x resolutions. At 1x resolution one bin for each point in the original grid is created, for each of the following resolutions the number of bins is doubled in x- and y-direction resulting in four bins per grid point at 2x, 16 at 4x and 64 at 8x. Increasing the resolution has two consequences. First, precision and visual quality of the result is increased, however on the downside less particles fall in the same bins, requiring a higher workload, but also decreasing the average probability per bin. This brings us to the second parameter, the user defined threshold to discard sub-particles with very low probability. To allow early termination of the tracing process, when the probability is very low only particles with a probability higher than a user-defined threshold are traced. At higher resolutions this threshold is hit more often than at lower resolutions, resulting in particles being dropped earlier. While this sounds problematic at first, we chose a very low threshold of 0.0001% probability as the baseline, resulting in rather few particles being dropped. A more detailed discussion follows in Section 4.

The second part of the pipeline is the creation of the actual probability map, as illustrated in Figure 1 (d). To create the probability map the line segments resulting from the first step are rasterized using the attached probabilities. The rasterization process is done in a texture backed offscreen GPU render pass. We use a simple fragment shader that renders the curves as solid white lines, using the probability as opacity value. By using additive blending the result is a texture where the alpha channel contains the sum of the probabilities of all lines for each texture element, referring to the total probability that the texture element is intersected by any of the pathline traces. The resolution of the texture is chosen independently of the dataset, but in general we use oversampling, to provide more detail. The texture is then used as an input for the visualization where the opacity value is used to look up the corresponding color in a user-selected colormap and to blend the probability on top of the topographic representation of the data.

4. Results

To illustrate our system we use a dataset of the Red Sea, covering the area between 9°N to 30°N and 32°E to 77°E on a 0.1° × 0.1° (corresponding to 9.6km to 11km) grid with 50 vertical layers. We use the timeframe of January 2004 with an assimilation cycle of three days, resulting in a dataset of 10 sampled time steps, each consisting of 50 members. For tracing and visualization we only consider the surface flow, which is a two-dimensional vector field, consisting of 450 × 210 samples. All timings were measured using a quad-core Intel core i7 processor clocked at 4.0GHz and 24GB of main memory in combination with an AMD Radeon R9 M295X GPU with 4GB of graphics memory.

Figure 2 shows the resulting probability maps for a seed in the western Gulf of Aden close to the Bab-el-Mandeb, connecting it to the Red Sea. The Gulf of Aden area is particularly difficult to forecast as eddies are frequently generated in this area [YH15]. Meso-scale events such as eddies are hard to predict on their own and the strong variability of this area makes the prediction particularly challenging. As a result different simulation runs may vary significantly. This becomes very clear in the probability maps. By looking at the highest probability areas, which closely resemble
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Figure 2: Visual Comparison of Probability Maps created using different resolution levels for the particle histogram. (a) shows the probability map created with a histogram at original data resolution, (b), (c) and (d) at 2x, 4x and 8x resolution, respectively.
the seed point and the pathlines for the first assimilation cycle, the variation can clearly be seen, with some pathlines pointing in completely opposite directions. The comparison between different resolution levels of the bins used for computing the pathlines in Figure 2 shows the two main effects that can be observed when increasing the histogram resolution. While the underlying grid is visible, especially at the ends of the traces for the 1x and 2x resolutions (a) and (b), it becomes completely invisible at the 4x and 8x resolutions ((c) and (d)). However there is also a negative effect when increasing the resolution. Increasing the resolution means fewer particles will end up in the same bins. Especially in the late assimilation cycles more particles will have a probability lower than the threshold and will thus be terminated early. One way to counter this effect is to use a lower threshold for higher resolutions levels. This will, however, increase the computational cost, without guaranteeing the desired visual effect.

In the following we compare the performance of the pathline computation in a little more detail for three exemplary seed points in the dataset. As described in Section 3 the main performance improvement in our technique, compared to tracing all possible pathlines, comes from binning the particles and tracing multiple particles with equal segments at once. Hence it can be expected that computation times will be strongly dependent on the variation of the ensemble members. Therefore we picked positions with different characteristics for comparison. Figure 3 shows the probability maps at 2x resolution for three exemplary positions. Position 1 (Figure 3 (a)) shows medium to strong variation and is rather typical for this dataset. Position 2 (Figure 3 (b)) exhibits very strong variation. Especially for the first cycle individual pathlines can easily be distinguished in the high probability areas (dark purple), corresponding to the first assimilation cycle. In stark contrast to this is the probability map for position 3 (Figure 3 (c)) which shows strong clustering. Individual pathlines are hardly visible, instead they are split up to follow two clusters on either side of Farasan Island.

Tracing performance for the three positions and different resolution levels can be seen in Figure 4 (a). As expected computation time is strongly dependent on the variation of ensemble members. When the variation is large, such as in position 2, a large amount of low probability pathlines needs to be computed, meaning higher computational costs as compared to position 3, where the variation is relatively low, resulting in more pathlines with higher probability and in turn less pathlines traced overall (Figure 4 (b)). In general at 1x resolution the probability maps for all three positions can be computed at interactive rates. At 2x, it took, 1.22, 2.53 and 0.15 seconds respectively to compute all pathlines, including preparation and transfer to the GPU and rendering the probability maps, which still allows the user to explore the dataset without too much waiting time, even for positions with very large variation. At the 4x and 8x resolution levels, especially for position 2, the computation time is hardly interactive with roughly 5 and 10 seconds, respectively. Overall 2x resolution seems to be a good compromise between computational cost and precision. Figure 4 (b) shows the number of weighted particles that are traced for every assimilation cycle. For all three positions one can see that while there is still a sharp rise in the first few assimilation cycles the curves flatten out significantly towards the later cycles. Here the binning approach significantly decreases the number of potential pathline segments. The large performance differences shown above between positions 1 and 2 and position 3 can be directly attributed to the number of individual traced particles, as this number is an order of magnitude larger for positions 1 and 2 than for position 3.

5. Conclusion

We have presented a novel, integrated approach for the computation and visualization of probability maps for ensembles of vector fields. By computing pathlines piecewise for each assimilation cycle and binning and weighting the final position of each particle we are able to estimate the probability that a position can be reached, from a given initial position, at interactive rates for each position in the grid.

In the future we will investigate the effect of increasing the histogram resolution and the interplay with the early termination threshold in more detail. We will also look into more elaborate rendering techniques for the probability map. Smoothing techniques, such as KDEs, should work well, since we are basically estimating a smooth distribution based on discrete samples.
Acknowledgements We would like to thank the anonymous reviewers for their constructive comments. Research reported in this publication was supported by the King Abdullah University of Science and Technology (KAUST).

References


